# Local splines of the Second and Third Order, Complex-valued Splines and Image Processing 

I.G. Burova, E.F. Muzafarova, I.I.Narbutovskikh


#### Abstract

This paper is devoted to the local complex-valued spline interpolation in a circle and image processing using local polynomial and non-polynomial splines. We consider local complex-valued spline interpolation, constructed by using tensor product. For constructing the tensor product we use local basis splines of two variables: a radial variable and an angular variable. The approximation is constructed separately in each elementary segment, formed by two arcs and two line segments. For the approximation of a complex-valued function we use the values of the function in several nodes near this elementary segment and the basis splines. The order of the approximation depends on the properties of splines of one variable which we use in the tensor product. In this paper we suggest using local exponential, local trigonometrical and local polynomial splines of the second and third order of approximation. The local spline interpolation is the most convenient for the approximation and visualization of functions and they may be applied to solving various problems. In this paper we focus on the problem of enlarging images using the local splines.
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## I. Introduction

LOCAL polynomial splines (see [1-3]) are widely used $\square$ for solving different problems. In [2], to approximate the functions of two variables, using the tensor product is suggested. Sometimes it is necessary to use complex splines. Ahlberg, Nilson and Walsh (see [4, 5]) constructed analytic splines.

Many researchers made a significant contribution to the development of approximation theory of complex-valued functions [6-23]. A great contribution to the development of the theory of spline approximation was made by Walsh [1, 3, 4, 6]. L. Reichel [7] considered the selection of polynomial bases for the polynomial approximation of analytic functions on bounded, simply connected regions in the complex plane. Complex cubic splines that interpolate a function given at the nodal points have been studied in detail in [4].

[^0]Accurate modeling of an RF power amplifier and/or its inverse is the core element of every digital predistortion system. In [20] the authors suggest an interesting alternative to the family of classic polynomial models, in particular they suggest piecewise models, which divide the magnitude range into segments and define gain/phase-distortion through complex-valued functions on a per-segment basis.

A complex-valued cubic spline is used in [23] to directly interpolate the complex exponentials of the phase angles at the nodal points. Shape sensitivity measures the impact of small perturbations of geometric features of a problem on certain quantities of interest. The shape sensitivity of PDE (partial differential equation) constrained output functionals is derived with the help of shape gradients. In electromagnetic scattering problems, the standard procedure of the Lagrangian approach cannot be applied because of the solution of the state problem is complex valued.

It should be noted that for the solution of various problems the authors often use B-splines (see [8-10, 13, 15, 21, 24]). In [13] the authors derive a closed-form formula of the shape gradient of a generic output functional constrained by Maxwell's equations. They employ cubic B-splines to model local deformations of the geometry.

In this paper we use complex splines to approximate a function defined in the complex plane. Instead of the Lagrange interpolation polynomials and analytic splines, we use the local spline interpolation. For the construction of the approximation of complex-valued function we use the tensor product of splines of one variable. The construction of approximations of the functions of two variables can be constructed similarly using the tensor product of splines of one variable.

This paper is a continuation of the research initiated by the author in [25]. In the second section we construct local polynomial interpolation splines on a line. These splines are continuous ones. The error of approximation with these splines is the second and third order. In the third section, we consider the construction and properties of continuous local exponential interpolation splines on the circle. We construct an approximation of real and imaginary parts of a complexvalued function in polar coordinates using a tensor product. We can use all these local splines for compressing and restoring images. Another task is to resize the image in accordance with the properties of various modern displays. In the fourth section, we discuss the application of our splines to enlarge images.

## II. Approximation on a Line

Let $m, r, r_{1}$ be natural numbers, such that $r+r_{1}=m+1$. Let $\left\{x_{j}\right\}$ be a sequence of distinct points, $a=x_{0}<\cdots<x_{j-1}<x_{j}<x_{j+1}<. . x_{n}=b$. Suppose $f$ is a function such that $f \in C^{m+1}[a, b]$, and $f$ is given in nodes $x_{j}, j=0, \ldots, m$. Suppose $\varphi_{i}, i=0, \ldots, m$. We propose that the system of functions $\varphi_{i}$ forms a Chebyshev system on $\left[x_{j}, x_{j+1}\right]$. We construct approximation $\tilde{f}(x)$ of the function $f(x)$ with local splines separately on every $\left[x_{j}, x_{j+1}\right]$ in the following form:

$$
\tilde{f}(x)=\sum_{s} f\left(x_{s}\right) \omega_{s}(x), \quad x \in\left[x_{j}, x_{j+1}\right]
$$

where $\omega_{s}(x)$ we obtain as a solution of the system of equations

$$
\begin{equation*}
\tilde{f}(x)=f(x), f(x)=\varphi_{0}(x), \varphi_{1}(x), \ldots, \varphi_{m}(x) \tag{1}
\end{equation*}
$$

When approximating a function on a finite interval $[a, b]$, it is necessary to distinguish the use of the left and right splines. They have the same approximation order, but some of them use the function values: only to the right of the left end of the interval; or only to the left of the right end of the interval. Combining the application of these splines we have the ability to use the values of the function only in the grid nodes on the interval. In the polynomial case when $m=1$ on the uniform grid of nodes, the approximation error is known. (see [2]). If $m=1\left(\varphi_{0}(x)=1, \varphi_{1}(x)=x\right)$ the approximation error is the following:

$$
|\tilde{f}(x)-f(x)| \leq \frac{1}{8!} h^{2}\left\|f^{\prime \prime}\right\|_{\left[x_{j}, x_{j+1}\right]}, \quad x \in\left[x_{j}, x_{j+1}\right] .
$$

Suppose $m=2$. In the following examples, we consider basic splines generated by different systems of functions $\left\{\varphi_{i}\right\}$.

## A. About the Left Splines

We choose a support of the basic splines $\omega_{j}$ so that, $\operatorname{supp} \omega_{j}=\left[x_{j-1}, x_{j+2}\right]$. Knowing $f\left(x_{j-1}\right), f\left(x_{j}\right), f\left(x_{j+1}\right)$ we construct an approximation of the function $f(x)$, $x \in\left[x_{j}, x_{j+1}\right]$, with the left-side basic splines in the form:
$\tilde{f}(x)=f\left(x_{j-1}\right) \omega_{j-1}(x)+f\left(x_{j}\right) \omega_{j}(x)+f\left(x_{j+1}\right) \omega_{j+1}(x)$.
Example 1.1. Basic splines $\omega_{j-1}(x), \omega_{j}(x), \omega_{j+1}(x)$, obtained from system (1) where $\varphi_{i}=x^{i}, i=0,1.2$, $x \in\left[x_{j}, x_{j+1}\right]$, will be the following:

$$
\begin{aligned}
\omega_{j-1}(x) & =\frac{\left(x-x_{j}\right)\left(x_{j+1}\right)}{\left(x_{j-1}-x_{j}\right)\left(x_{j-1}-x_{j+1}\right)}, \\
\omega_{j}(x) & =\frac{\left(x-x_{j-1}\right)\left(x-x_{j+1}\right)}{\left(x_{j}-x_{j-1}\right)\left(x_{j}-x_{j+1}\right)},
\end{aligned}
$$

$$
\omega_{j+1}(x)=\frac{\left(x-x_{j-1}\right)\left(x-x_{j}\right)}{\left(x_{j+1}-x_{j-1}\right)\left(x_{j+1}-x_{j}\right)}
$$

Plots of basic functions $\omega_{j}(x), \omega_{j+1}(x), \omega_{j-1}(x)$ are given in Fig.1.


Fig. 1. Plots of basic functions $\omega_{j}(x), \omega_{j+1}(x), \omega_{j-1}(x)$.

The basis spline $\omega_{j}(x)$ can be written in the form:

$$
\omega_{j}(x)=\left\{\begin{array}{l}
\frac{\left(x-x_{j+1}\right)\left(x-x_{j+2}\right)}{\left(x_{j}-x_{j+1}\right)\left(x_{j}-x_{j+2}\right)}, x \in\left[x_{j+1}, x_{j+2}\right] \\
\frac{\left(x-x_{j-1}\right)\left(x-x_{j+1}\right)}{\left(x_{j}-x_{j-1}\right)\left(x_{j}-x_{j+1}\right)}, x \in\left[x_{j}, x_{j+1}\right], \\
\frac{\left(x-x_{j-2}\right)\left(x-x_{j-1}\right)}{\left(x_{j}-x_{j-2}\right)\left(x_{j}-x_{j-1}\right)}, x \in\left[x_{j-1}, x_{j}\right]
\end{array}\right.
$$

and $\omega_{j}(x)=0, x \notin\left[x_{j-1}, x_{j+2}\right]$.
A plot of the basic spline $\omega_{j}(x)$ is shown in Fig. 2. Approximation (2) can be applied to $\left[x_{j}, x_{j+1}\right]$, $j=1,2, \ldots, n-1$. Formula (2) provides continuous approximation $\tilde{f}(x)$ of the function $f(x)$ on the interval $[a+h, b]$.


Fig.2. Plot of $\omega_{j}(x), \operatorname{supp} \omega_{j}=\left[x_{j-1}, x_{j+2}\right]$.
Let $h=(b-a) / n$. The error of the approximation function $f(x)$ with spline $\tilde{f}(x)$ obtained with (2) will be the following:

$$
|\tilde{f}(x)-f(x)| \leq \frac{0.385}{3!} h^{3}\left\|f{ }^{\prime \prime \prime}\right\|_{\left[x_{j-1}, x_{j+1}\right]}, \quad x \in\left[x_{j}, x_{j+1}\right] .
$$

If $x=x_{j}+\tau h, x_{j+1}=x_{j}+h, x_{j-1}=x_{j}-h$ on the uniform grid of nodes with step $h$ formulae $w_{j-1}(x), w_{j}(x), w_{j+1}(x)$ can be written in the form: $w_{j-1}\left(x_{j}+\tau h\right)=\frac{(\tau-1) \tau}{2}, w_{j+1}\left(x_{j}+\tau h\right)=\frac{(\tau+1) \tau}{2}$, $w_{j}\left(x_{j}+\tau h\right)=-(\tau+1)(\tau-1)$, where $0 \leq \tau \leq 1$.

Example 1.2. Basic splines $\omega_{j-1}^{T}(x), \omega_{j}^{T}(x), \omega_{j+1}^{T}(x)$, obtained from system (1) where $\varphi_{0}=1, \varphi_{1}=\sin (x)$, $\varphi_{2}=\cos (x), x \in\left[x_{j}, x_{j+1}\right]$, will be the following:
$\omega_{j}^{T}(x)=\frac{\sin \left(x-x_{j+1}\right)-\sin \left(x_{j-1}-x_{j+1}\right)-\sin \left(x-x_{j-1}\right)}{\sin \left(x_{j}-x_{j+1}\right)-\sin \left(x_{j-1}-x_{j+1}\right)-\sin \left(x_{j}-x_{j-1}\right)}$,
$\omega_{j+1}^{T}(x)=\frac{\sin \left(x-x_{j-1}\right)-\sin \left(x-x_{j}\right)-\sin \left(x_{j}-x_{j-1}\right)}{\sin \left(x_{j}-x_{j+1}\right)-\sin \left(x_{j}-x_{j-1}\right)-\sin \left(x_{j-1}-x_{j+1}\right)}$,
$\omega_{j-1}^{T}(x)=\frac{\sin \left(x-x_{j}\right)+\sin \left(x_{j}-x_{j+1}\right)-\sin \left(x-x_{j+1}\right)}{\sin \left(x_{j}-x_{j+1}\right)-\sin \left(x_{j}-x_{j-1}\right)-\sin \left(x_{j-1}-x_{j+1}\right)}$.
The error of the approximation function $f(x)$ with spline $\tilde{f}(x)$ obtained with (2) will be the following: $|\tilde{f}(x)-f(x)| \leq \mathrm{K}_{1} h^{3}\left\|f{ }^{\prime \prime \prime}+f^{\prime}\right\|_{\left[x_{j-1}, x_{j+1}\right]}, x \in\left[x_{j}, x_{j+1}\right]$.
where $K_{1}>0$. The way of obtainin the order of approximation for nonpolynomial splines is given in paper [26]. Plots of basic functions $\omega_{j-1}^{T}(x), \omega_{j}^{T}(x), \omega_{j+1}^{T}(x)$ are given in Fig. 3.


Fig. 3. Plots of basic function $\omega_{j-1}^{T}(x), \omega_{j}^{T}(x), \omega_{j+1}^{T}(x)$.
Example 1.3. Basic exponential splines $\omega_{j-1}^{E}(x)$, $\omega_{j}^{E}(x), \omega_{j+1}^{E}(x)$ obtained from system (1) where $\varphi_{0}=1$, $\varphi_{1}=e^{x}, \varphi_{2}=e^{2 x}, x \in\left[x_{j}, x_{j+1}\right]$, will be the following:

$$
\begin{gathered}
\omega_{j}^{E}(x)=\frac{\left(e^{x}-e^{x_{j-1}}\right)\left(e^{x}-e^{x_{j+1}}\right)}{\left(e^{x_{j}}-e^{x_{j}-1}\right)\left(e^{x_{j}}-e^{x_{j+1}}\right)}, \\
\omega_{j+1}^{E}(x)=\frac{\left(e^{x}-e^{x_{j}}\right)\left(e^{x}-e^{x_{j-1}}\right)}{\left(e^{x_{j}}-e^{x_{j+1}}\right)\left(e^{x_{j-1}}-e^{x_{j+1}}\right)}, \\
\omega_{j-1}^{E}(x)=\frac{\left(e^{x}-e^{x_{j}}\right)\left(e^{x}-e^{x_{j+1}}\right)}{\left(e^{x_{j-1}}+e^{x_{j+1}}\right)\left(e^{x_{j}}-e^{x_{j-1}}\right)} .
\end{gathered}
$$

The error of the approximation function $f(x)$ with spline $\tilde{f}(x)$ obtained with (2) will be the following:
$|\tilde{f}(x)-f(x)| \leq \mathrm{K}_{2} h^{3}\left\|f{ }^{\prime \prime \prime}-3 f^{\prime \prime}+2 f^{\prime}\right\|_{\left[x_{j-1}, x_{j+1}\right]}, x \in\left[x_{j}, x_{j+1}\right]$.
where $K_{2}>0$. Plots of basic functions $\omega_{j-1}^{E}(x), \omega_{j}^{E}(x), \omega_{j+1}^{E}(x)$ are given in Fig. 4.


Fig. 4. Plots of basic functions $\omega_{j-1}^{E}(x), \omega_{j}^{E}(x), \omega_{j+1}^{E}(x)$.
Example 1.4 .Basis splines $\omega_{j-1}^{e}(x), \omega_{j}^{e}(x), \omega_{j+1}^{e}(x)$, obtained from system (1) where $\varphi_{0}=1, \varphi_{1}=e^{-x}, \varphi_{2}=e^{x}$, $x \in\left[x_{j}, x_{j+1}\right]$, will be the following:

$$
\begin{gathered}
\omega_{j}^{e}(x)=\frac{e^{x_{j}}\left(e^{x}-e^{x_{j-1}}\right)\left(e^{x}-e^{x_{j+1}}\right)}{e^{x}\left(e^{x_{j}}-e^{x_{j}+1}\right)\left(e^{x_{j}}-e^{x_{j}-1}\right)^{\prime}} \\
\omega_{j+1}^{e}(x)=\frac{e^{x_{j+1}}\left(e^{x}-e^{x_{j}}\right)\left(e^{x}-e^{x_{j-1}}\right)}{e^{x}\left(e^{x_{j-1}}-e^{x_{j+1}}\right)\left(e^{x_{j}}-e^{x_{j+1}}\right)^{\prime}} \\
\omega_{j-1}^{e}(x)=\frac{-e^{x_{j-1}}\left(e^{x}-e^{x_{j}}\right)\left(e^{x}-e^{x_{j+1}}\right)}{e^{x}\left(e^{x_{j-1}}-e^{x_{j+1}}\right)\left(e^{x_{j}}-e^{x_{j}-1}\right)} .
\end{gathered}
$$

The error of the approximation function $f(x)$ with spline $\tilde{f}(x)$ obtained with (2) will be the following:
$|\tilde{f}(x)-f(x)| \leq \mathrm{K}_{3} h^{3}\left\|f{ }^{\prime \prime \prime}-f_{\|}\right\|_{\left[x_{j-1}, x_{j+1}\right]}, x \in\left[x_{j}, x_{j+1}\right]$.
where $K_{3}>0$. Plots of basic functions $\omega_{j-1}^{e}(x), \omega_{j}^{e}(x), \omega_{j+1}^{e}(x)$ are given in Fig. 5.


Fig. 5. Plots of basic functions $\omega_{j-1}^{e}(x), \omega_{j}^{e}(x), \omega_{j+1}^{e}(x)$.

## B. About the Right Splines

Suppose supp $\omega_{j}=\left[x_{j-2}, x_{j+1}\right]$. Knowing $f\left(x_{j}\right)$, $f\left(x_{j+1}\right), f\left(x_{j+2}\right)$ we construct an approximation of the function $f(x), x \in\left[x_{j}, x_{j+1}\right]$ in the form:

$$
\begin{equation*}
\tilde{f}(x)=f\left(x_{j}\right) \omega_{j}(x)+f\left(x_{j+1}\right) \omega_{j+1}(x)+f\left(x_{j+2}\right) \omega_{j+2}(x) . \tag{3}
\end{equation*}
$$

Example 2.1. Basic splines $\omega_{j}(x), \omega_{j+1}(x), \omega_{j+2}(x)$, obtained from system (1) where $\varphi_{i}=x^{i}, \quad i=0,1.2$, [ $x_{j}, X_{j+1}$ ], will be the following:

$$
\begin{array}{r}
\omega_{j}(x)=\frac{\left(x-x_{j+2}\right)\left(x-x_{j+1}\right)}{\left(x_{j}-x_{j+2}\right)\left(x_{j}-x_{j+1}\right)}, \\
\omega_{j+1}(x)=\frac{\left(x-x_{j+2}\right)\left(x-x_{j}\right)}{\left(x_{j+1}-x_{j+2}\right)\left(x_{j+1}-x_{j}\right)}, \\
\omega_{j+2}(x)=\frac{\left(x-x_{j+1}\right)\left(x-x_{j}\right)}{\left(x_{j+2}-x_{j-1}\right)\left(x_{j+2}-x_{j}\right)} . \\
|\tilde{f}(x)-f(x)| \leq \frac{0.385}{3!} h^{3}\left\|f^{\prime \prime \prime}\right\|_{\left[x_{j}, x_{j+2}\right]}, x \in\left[x_{j}, x_{j+1}\right] .
\end{array}
$$

This approximation can be applied to $\left[x_{j}, x_{j+1}\right]$, $j=0,1, \ldots, n-2$, and it provides continuous approximation $\tilde{f}(x)$ of function $f(x)$ on the interval following form:

$$
\omega_{j}(x)=\left\{\begin{array}{l}
\frac{\left(x-x_{j+1}\right)\left(x-x_{j+2}\right)}{\left(x_{j}-x_{j+1}\right)\left(x_{j}-x_{j+2}\right)}, x \in\left[x_{j}, x_{j+1}\right], \\
\frac{\left(x-x_{j-1}\right)\left(x-x_{j+1}\right)}{\left(x_{j}-x_{j-1}\right)\left(x_{j}-x_{j+1}\right)}, x \in\left[x_{j-1}, x_{j}\right], \\
\frac{\left(x-x_{j-2}\right)\left(x-x_{j-1}\right)}{\left(x_{j}-x_{j-2}\right)\left(x_{j}-x_{j-1}\right)}, x \in\left[x_{j-2}, x_{j-1}\right],
\end{array}\right.
$$

and $\omega_{j}(x)=0, x \notin\left[x_{j-2}, x_{j+1}\right]$.
A plot of the basic spline $\omega_{j}(x)$ is shown in Fig. 6.


Fig.6. Plot of $\omega_{j}(x)$, supp $\omega_{j}=\left[x_{j-2}, x_{j+1}\right]$.
Example 2.2. Basic splines $\omega_{j}^{T}(x), \omega_{j+1}^{T}(x), \omega_{j+2}^{T}(x)$, obtained from system (1) where $\varphi_{0}=1, \varphi_{1}=\sin (x)$, $\varphi_{2}=\cos (x), x \in\left[x_{j}, x_{j+1}\right]$, will be the following:
$\omega_{j}^{T}(x)=\frac{\sin \left(x_{j+1}-x_{j+2}\right)-\sin \left(x-x_{j+2}\right)+\sin \left(x-x_{j+1}\right)}{\sin \left(x_{j}-x_{j+1}\right)-\sin \left(x_{j}-x_{j+2}\right)+\sin \left(x_{j+1}-x_{j+2}\right)}$,
$\omega_{j+1}^{T}(x)=\frac{\sin \left(x-x_{j+2}\right)-\sin \left(x-x_{j}\right)-\sin \left(x_{j}-x_{j+2}\right)}{\sin \left(x_{j}-x_{j+1}\right)-\sin \left(x_{j}-x_{j+2}\right)+\sin \left(x_{j+2}-x_{j+1}\right)}$,
$\omega_{j+2}^{T}(x)=-\frac{\sin \left(x-x_{j+1}\right)-\sin \left(x_{j}-x_{j+1}\right)-\sin \left(x-x_{j}\right)}{\sin \left(x_{j}-x_{j+1}\right)-\sin \left(x_{j}-x_{j+2}\right)+\sin \left(x_{j+1}-x_{j+2}\right)}$.
The error of the approximation function $f(x)$ with spline $\tilde{f}(x)$ obtained with formula (3) will be the following: $|\tilde{f}(x)-f(x)| \leq \mathrm{C}_{1} h^{3}\left\|f{ }^{\prime \prime \prime}+f^{\prime}\right\|_{\left[x_{j}, x_{j+2}\right]}, x \in\left[x_{j}, x_{j+1}\right]$.
where $C_{1}>0$.
Example 2.3. Basic splines $\omega_{j}^{E}(x), \omega_{j+1}^{E}(x), \omega_{j+2}^{E}(x)$, obtained from system (1) where $\varphi_{0}=1, \varphi_{1}=e^{x}, \varphi_{2}=e^{2 x}$, $x \in\left[x_{j}, x_{j+1}\right]$, will be the following:

$$
\begin{gathered}
\omega_{j}^{E}(x)=\frac{\left(e^{x}-e^{x_{j+1}}\right)\left(e^{x}-e^{x_{j+2}}\right)}{\left(e^{x_{j}}-e^{x_{j+1}}\right)\left(e^{x_{j}}-e^{x_{j+2}}\right)}, \\
\omega_{j+1}^{E}(x)=\frac{\left(e^{x}-e^{x_{j+2}}\right)\left(e^{x}-e^{x_{j}}\right)}{\left(e^{x_{j+2}}-e^{x_{j+1}}\right)\left(e^{x_{j}}-e^{x_{j+1}}\right)}, \\
\omega_{j+2}^{E}(x)=-\frac{\left(e^{x}-e^{x_{j+1}}\right)\left(e^{x}-e^{x_{j}}\right)}{\left(e^{x_{j+2}}-e^{x_{j+1}}\right)\left(e^{x_{j}}-e^{x_{j+2}}\right)} .
\end{gathered}
$$

The error of the approximation function $f(x)$ with spline $\tilde{f}(x)$ obtained with formula (3) will be the following:
$|\tilde{f}(x)-f(x)| \leq C_{2} h^{3}\left\|f^{\prime \prime \prime}-3 f^{\prime \prime}+2 f^{\prime}\right\|_{\left[x_{j}, x_{j+2}\right]}, \quad x \in\left[x_{j}, x_{j+1}\right]$.
where $C_{2}>0$.
Example 2.4. Basic splines $\omega_{j}^{e}(x), \omega_{j+1}^{e}(x), \omega_{j+2}^{e}(x)$, obtained from system (1) where $\varphi_{0}=1, \varphi_{1}=e^{-x}, \varphi_{2}=e^{x}$, $x \in\left[x_{j}, x_{j+1}\right]$, will be the following:

$$
\begin{gathered}
\omega_{j}^{e}(x)=\frac{e^{x_{j}}\left(e^{x}-e^{x_{j+1}}\right)\left(e^{x}-e^{x_{j+2}}\right)}{e^{x}\left(e^{x_{j}}-e^{x_{j+1}}\right)\left(e^{x_{j}}-e^{x_{j+2}}\right)} \\
\omega_{j+1}^{e}(x)=\frac{e^{x_{j+1}}\left(e^{x}-e^{x_{j+2}}\right)\left(e^{x}-e^{x_{j}}\right)}{e^{x}\left(e^{x_{j+2}}-e^{x_{j+1}}\right)\left(e^{x_{j}}-e^{x_{j+1}}\right)}, \\
\omega_{j+2}^{e}(x)=-\frac{e^{x_{j+2}}\left(e^{x}-e^{x_{j+1}}\right)\left(e^{x}-e^{x_{j}}\right)}{e^{x}\left(e^{x_{j+2}}-e^{x_{j+1}}\right)\left(e^{x_{j}}-e^{x_{j+2}}\right)} .
\end{gathered}
$$

The error of the approximation function $f(x)$ with spline $\tilde{f}(x)$ obtained with (3) will be the following:

$$
|\tilde{f}(x)-f(x)| \leq \mathrm{C}_{3} h^{3}\left\|f{ }^{\prime \prime}{ }^{\prime}-f^{\prime}\right\|_{\left[x_{j}, x_{j+2}\right]}, x \in\left[x_{j}, x_{j+1}\right]
$$

where $C_{3}>0$.
The following Lemma shows the relations between nonpolynomial and polynomial basis splines. It is not difficult to formulate a similar lemma for right splines.

Lemma. Let $t \in[0,1], x_{j+1}=x_{j}+h, x=x_{j}+t h$. The following relationships are valid:

1) For trigonometrical basic splines
$\omega_{j}^{T}(t)=-(t-1)(t+1)+O\left(h^{2}\right)$,
$\omega_{j+1}^{T}(t)=\frac{t(t+1)}{2}+O\left(h^{2}\right)$,
$\omega_{j-1}^{T}(t)=\frac{t(t-1)}{2}+O\left(h^{2}\right)$,
2) For exponential basic splines (example 1.3)
$\omega_{j}^{E}(t)=-(t-1)(t+1)+O(h)$,
$\omega_{j+1}^{E}(t)=\frac{t(t+1)}{2}+O(h)$,
$\omega_{j-1}^{E}(t)=\frac{t(t-1)}{2}+O(h)$,
3) For exponential basic splines (example 1.4)
$\omega_{j}^{e}(t)=-(t-1)(t+1)+O(h)$,
$\omega_{j+1}^{e}(t)=\frac{t(t+1)}{2}+o(h)$,
$\omega_{j-1}^{e}(t)=\frac{t(t-1)}{2}+O(h)$.
Proof. Using the Taylor expansion in the vicinity of $h=0$, we obtain the required relations.

Remark. Similar relations are valid for the basic splines from examples 2.1-2.4.

These approximations are easy to apply both on a uniform and non-uniform grid (see [27]). Let us compare the approximations constructed on a uniform grid with step $h$ and on a non-uniform grid constructed using the formula:

$$
\int_{x_{i}}^{x_{j+1}} \sqrt{1+\left(f^{\prime}(x)\right)^{2}} d x=I_{0} .
$$

The next node $x_{j+1}$ we find after solving this non-linear equation.
Figs. 7-10 shows the errors of approximation of function $f(x)=1 /\left(1+25 x^{2}\right)$. The approximations were constructed with splines from examples 1.1-1.4, 2-1-2.4. Figs. 8, 10 shows the errors of approximation on the uniform grids when $n=10,20,[a, b]=[-1,1]$. Figs. 7, 9 shows the errors of approximation on the non-uniform grids when $n=10,20$, $[a, b]=[-1,1]$.

The results show that approximations with basic exponential splines $\omega_{j-1}^{E}(x), \omega_{j}^{E}(x), \omega_{j+1}^{E}(x)$ gives greater error in comparison to other splines when $n$ is not very big. Fig. 10 shows the errors of approximation of function $f(x)=\sin (5 x)$ on the uniform grid when $n=20$, $[a, b]=[-1,1]$. The approximations were constructed with splines from examples 1.1-1.4, 2-1-2.4.


Fig.7. The errors of approximation of the function $1 /\left(1+25 x^{2}\right)$ on the non-uniform grid ( $n=10$ ).


Fig.8. The errors of approximation of the function $1 /\left(1+25 x^{2}\right)$ on the uniform grid ( $n=10, h=0.2$ ).


Fig.9. The errors of approximation of the function $1 /\left(1+25 x^{2}\right)$ on the non-uniform grid $(n=20)$.

Table 1 shows the maximum in absolute values of the errors of approximation of function $1 /\left(1+25 x^{2}\right)$ with different splines (polynomial, trigonometrical, exponential (from examples 1.3, 2.3), exponential (from examples 1.4, 2,4) on the uniform grid ( 10 and 20 points of the interpolation on [1,1]). Table 2 shows the maximum in absolute values of the errors of approximation of function $1 /\left(1+25 x^{2}\right)$ with different splines (polynomial, trigonometrical, exponential (from examples 1.3, 2.3), exponential (from example 1.4, 2.4) on the non-uniform grid constructed with our formula (10 and 20 points of the interpolation on $[-1,1]$ ).


Fig.10. The errors of approximation of the function $1 /\left(1+25 x^{2}\right)$ on the uniform grid $(n=20)$.


Fig.11. The errors of approximation of the function $\sin (5 x)$ on the uniform grid ( $n=20$ ).

Table 1. Errors of Approximation on the Uniform Grid

| $n$ | Polinomial | Trigonometric | Exp <br> (example <br> 1.3 ) | Exp <br> (example <br> $1.4)$ |
| :--- | :--- | :--- | :--- | :--- |
| 10 | $0.90 \cdot 10^{-1}$ | $0.90 \cdot 10^{-1}$ | $0.12 \cdot 10^{0}$ | $0.90 \cdot 10^{-1}$ |
| 20 | $0.30 \cdot 10^{-1}$ | $0.29 \cdot 10^{-1}$ | $0.27 \cdot 10^{-1}$ | $0.30 \cdot 10^{-1}$ |

TABLE 2. Errors of Approximation on the Non-uniform grid

| $n$ | Polinomial | Trigonometric | Exp <br> (example <br> $1.3)$ | Exp <br> (example <br> 1.4 ) |
| :--- | :--- | :--- | :--- | :--- |
| 10 | $0.27 \cdot 10^{-1}$ | $0.27 \cdot 10^{-1}$ | $0.39 \cdot 10^{-1}$ | $0.27 \cdot 10^{-1}$ |
| 20 | $0.14 \cdot 10^{-1}$ | $0.14 \cdot 10^{-1}$ | $0.11 \cdot 10^{-1}$ | $0.14 \cdot 10^{-1}$ |

The comparison of the results presented in Tables 1 and 2 show that the use of a non-uniform grid reduces the approximation error if the number of grid nodes does not change.

## III. Approximation of a Complex-Valued Function

Suppose a complex-valued analytical function is given at nodes on unit disc $K$. Let $m, n$ be integers. For the construction of grid $G$ we consider $n$ circles in the disc of radius 1 with a center of 0 , and get $m$ points $P_{j, k}$ on the boundary on disc $K$. We connect these points by lines with a center of 0 of disc $K$. We plot lines from the centre to the edge. The points at which those lines cross each circle form the grid nodes $G$. We plot a radial grid in disc $K$ with step $h=\frac{1}{m}$ on the radial variable and $h_{1}=\frac{2 \pi}{n}$ on the angular variable. Now we get a grid of nodes $\left(r_{j}, \varphi_{k}\right)$ such that $r_{j}=j h$, $\varphi_{k}=k h_{1}$, where $j=0, \ldots, m, k=0, \ldots, n$. Then unit disc $K$ is represented as a union of the elementary curvilinear quadrangles. Suppose the numeration of the angular variable is in a counterclockwise order, the numeration of the radial variable is selected from the center to the edge.

Denote the elementary curvilinear quadrangle by $S_{j, k}$ (see Fig. 12), formed by two arcs with boundary points $P_{j, k}, P_{j, k+1}$
and $P_{j+1, k}, P_{j+1, k+1}$, and two line segments with boundary points $P_{j, k}, P_{j+1, k}$ and $P_{j, k+1}, P_{j+1, k+1}$. Thus, the vertices of this curvilinear quadrangle will be denoted as follows: $P_{j, k}=\left(r_{j}, \varphi_{k}\right), \quad P_{j, k+1}=\left(r_{j}, \varphi_{k+1}\right), \quad P_{j+1, k}=\left(r_{j+1}, \varphi_{k}\right)$, $P_{j+1, k+1}=\left(r_{j+1}, \varphi_{k+1}\right)$. Suppose values of a complex function are given at grid nodes. In constructing the approximation, we will use real splines along the radial component. Here we can apply any splines presented in the previous section.


Fig.12. Grid in the disc (left); elementary curvilinear quadrangle (right).

The approximation $\tilde{u}_{1}(\rho, \varphi)$ of function $u(\rho, \varphi)$ is constructed separately in each elementary segment $S_{j, k}$ as follows:

$$
\begin{gather*}
\tilde{u}_{1}(\rho, \varphi)=u\left(r_{j}, \varphi_{k}\right) w_{j}(\rho) v_{k}(\varphi)+ \\
+u\left(r_{j+1}, \varphi_{k}\right) w_{j+1}(\rho) v_{k}(\varphi)+  \tag{4}\\
+u\left(r_{j}, \varphi_{k+1}\right) w_{j}(\rho) v_{k+1}(\varphi)+ \\
+u\left(r_{j+1}, \varphi_{k+1}\right) w_{j+1}(\rho) v_{k+1}(\varphi), \quad(\rho, \varphi) \in S_{j, k}
\end{gather*}
$$

where

$$
\begin{equation*}
w_{j}(\rho)=\frac{r_{j+1}-\rho}{r_{j+1}-r_{j}}, w_{j+1}(\rho)=\frac{\rho-r_{j}}{r_{j+1}-r_{j}} \tag{5}
\end{equation*}
$$

and

$$
\begin{gathered}
v_{k}(\varphi)=\frac{e^{\varphi_{k+1} I}-e^{\varphi I}}{e^{\varphi_{k+1} I}-e^{\varphi_{k} I}} \\
v_{k+1}(\varphi)=\frac{e^{\varphi I}-e^{\varphi_{k} I}}{e^{\varphi_{k+1} I}-e^{\varphi_{k} I}}
\end{gathered}
$$

The basic function $v_{k}(\varphi)$ may be written in the following form: $v_{k}(\varphi)=A_{k}(\varphi)+I \cdot B_{k}(\varphi)$, where

$$
\begin{gathered}
A_{k}(\varphi)=\left(-\cos \left(-2 \varphi_{k+1}+\varphi\right)+\right. \\
+2 \cos \left(-\varphi_{k+1}+\varphi-\varphi_{k}\right)+\cos \left(2 \varphi_{k}-\varphi_{k+1}\right)- \\
-\cos \left(-2 \varphi_{k}+\varphi\right)+\cos \left(\varphi_{k+1}\right)- \\
\left.-2 \cos \left(\varphi_{k}\right)\right) /\left(2-2 \cos \left(\varphi_{k}-\varphi_{k+1}\right)\right), \\
B_{k}(\varphi)=\left(-\sin \left(2 \varphi_{k}-\varphi_{k+1}\right)-\right. \\
-\sin \left(-2 \varphi_{k+1}+\varphi\right)+2 \sin \left(-\varphi_{k+1}+\varphi-\varphi_{k}\right)- \\
\sin \left(-2 \varphi_{k}+\varphi\right)-\sin \left(\varphi_{k+1}\right)+ \\
\left.+2 \sin \left(\varphi_{k}\right)\right) /\left(2-2 \cos \left(\varphi_{k}-\varphi_{k+1}\right)\right) .
\end{gathered}
$$

The basic function $v_{k+1}(\varphi)$ may be written in the following form: $v_{k+1}(\varphi)=A_{k+1}(\varphi)+I \cdot B_{k+1}(\varphi)$, where

$$
\begin{gathered}
A_{k+1}(\varphi)=\left(-\cos \left(\varphi_{k}+2 \varphi_{k+1}\right)+\right. \\
+2 \cos \left(2 \varphi_{k}+\varphi_{k+1}\right)+\cos \left(2 \varphi_{k+1}+\varphi\right)- \\
-2 \cos \left(\varphi_{k+1}+\varphi+\varphi_{k}\right)-\cos \left(3 \varphi_{k}\right)+ \\
\left.+\cos \left(2 \varphi_{k}+\varphi\right)\right) /\left(2-2 \cos \left(\varphi_{k}-\varphi_{k+1}\right)\right), \\
B_{k+1}(\varphi)=\left(\left(\sin \left(\varphi_{k}+2 \varphi_{k+1}\right)-\right.\right. \\
-2 \sin \left(2 \varphi_{k}+\varphi_{k+1}\right)-\sin \left(2 \varphi_{k+1}+\varphi\right)+ \\
+2 \sin \left(\varphi_{k+1}+\varphi+\varphi_{k}\right)+\sin \left(3 \varphi_{k}\right)- \\
\left.-\sin \left(2 \varphi_{k}+\varphi\right)\right) /\left(2-2 \cos \left(\varphi_{k}-\varphi_{k+1}\right)\right) .
\end{gathered}
$$

Plots of real and imaginary parts of the basic function $V_{j, k}(\rho, \varphi)=\omega_{j}(\rho) v_{k}(\varphi)$ are given in Fig. 13 and Fig. 14. The relief of basic function is given in Fig. 15.


Fig. 13. Plot of real part of the basic function

$$
V_{j, k}(\rho, \varphi)=w_{j}(\rho) v_{k}(\varphi)
$$



Fig. 14. Plot of imaginary part of the basic function

$$
V_{j, k}(\rho, \varphi)=w_{j}(\rho) v_{k}(\varphi)
$$



Fig. 15. Relief of the basic function $V_{j, k}(\rho, \varphi)=w_{j}(\rho) v_{k}(\varphi)$.

Further, we compare approximation $\tilde{u}_{1}(\rho, \varphi)$ with the following:

$$
\begin{align*}
& \tilde{u}_{2}(\rho, \varphi)=u\left(r_{j}, \varphi_{k}\right) w_{j}(\rho) v_{k}(\varphi)+ \\
& +u\left(r_{j+1}, \varphi_{k+1}\right) w_{j+1}(\rho) v_{k+1}(\varphi)+ \\
& +u\left(r_{j+1}, \varphi_{k}\right) w_{j+1}(\rho) v_{k}(\varphi)+  \tag{6}\\
& +u\left(r_{j}, \varphi_{k+1}\right) w_{j}(\rho) v_{k+1}(\varphi)+ \\
& +u\left(r_{j+1}, \varphi_{k-1}\right) w_{j+1}(\rho) v_{k-1}(\varphi)+ \\
& \quad+u\left(r_{j}, \varphi_{k-1}\right) w_{j}(\rho) v_{k-1}(\varphi),
\end{align*}
$$

where $w_{j}(\rho), w_{j+1}(\rho)$ are given in (5), and $v_{s}(\varphi)$,
$s=k-1, k, k+1$ as follows:
$v_{k}(\varphi)=\frac{\left(e^{I \varphi_{-}}-e^{I \varphi_{k-1}}\right)\left(e^{I \varphi_{-}}-e^{I \varphi_{k+1}}\right)}{\left(e^{I \varphi_{k-e^{I}} \varphi_{k-1}}\right)\left(e^{I \varphi_{k-}} e^{I \varphi_{k+1}}\right)}$,
$v_{k+1}(\varphi)=\frac{\left(e^{I \varphi}-e^{I \varphi_{k-1}}\right)\left(e^{I \varphi}-e^{I \varphi_{k}}\right)}{\left(e^{\left.I \varphi_{k+1}-e^{I \varphi_{k-1}}\right)\left(e^{I \varphi_{k+1}}-e^{I \varphi_{k}}\right)},\right.}$
$v_{k-1}(\varphi)=\frac{\left(e^{I \varphi_{-}} e^{I \varphi_{k}}\right)\left(e^{I \varphi_{-e}} e^{I \varphi_{k+1}}\right)}{\left(e^{\left.I \varphi_{k-1}-e^{I \varphi_{k}}\right)\left(e^{\left.I \varphi_{k-1}-e^{I \varphi_{k+1}}\right)}\right.} . . . . . . ~ . ~ . ~\right.}$
For comparison, we also consider the approximation in the form:

$$
\begin{align*}
& \tilde{u}_{3}(\rho, \varphi)=u\left(r_{j}, \varphi_{k}\right) w_{j}(\rho) v_{k}(\varphi)+ \\
& +u\left(r_{j+1}, \varphi_{k+1}\right) w_{j+1}(\rho) v_{k+1}(\varphi)+ \\
& +u\left(r_{j+1}, \varphi_{k}\right) w_{j+1}(\rho) v_{k}(\varphi)+ \\
& \quad+u\left(r_{j}, \varphi_{k+1}\right) w_{j}(\rho) v_{k+1}(\varphi)+ \\
& +u\left(r_{j+1}, \varphi_{k-1}\right) w_{j+1}(\rho) v_{k-1}(\varphi)+ \\
& \quad+u\left(r_{j}, \varphi_{k-1}\right) w_{j}(\rho) v_{k-1}(\varphi)+  \tag{8}\\
& +u\left(r_{j-1}, \varphi_{k-1}\right) w_{j-1}(\rho) v_{k-1}(\varphi)+ \\
& \quad+u\left(r_{j-1}, \varphi_{k}\right) w_{j-1}(\rho) v_{k}(\varphi)+ \\
& \quad+u\left(r_{j-1}, \varphi_{k+1}\right) w_{j-1}(\rho) v_{k+1}(\varphi)
\end{align*}
$$

where $v_{S}(\varphi), s=k-1, k, k+1$ are given in (7), and we take $\omega_{j}(x), \omega_{s}^{T}(\rho), \omega_{s}^{E}(\rho)$, instead of $w_{s}(\rho)$

Example 3. We denote

$$
\begin{aligned}
& R^{r}=\max _{K}|\operatorname{Re}(\tilde{u}(\rho, \varphi))-\operatorname{Re}(u(\rho, \varphi))|, \\
& R^{i}=\max _{K}|\operatorname{Im}(\tilde{u}(\rho, \varphi))-\operatorname{Im}(u(\rho, \varphi))| .
\end{aligned}
$$

Let us find the approximation of function $u(\rho, \varphi)=\sin \left(\rho e^{I \varphi}\right)=A(\rho, \varphi)+I B(\rho, \varphi)$, where
$A(\rho, \varphi)=\sin (\rho \cos (\varphi)) \cosh (\rho \sin (\varphi))$,
$B(\rho, \varphi)=\cos (\rho \cos (\varphi)) \sinh (\rho \sin (\varphi))$.

If $\quad w_{s}(\rho)=\omega_{j}(\rho), \quad n=10, m=10 \quad$ we obtain: $R^{r} \leq 0.086, R^{i} \leq 0.067$ when we use approximation (4), $R^{r} \leq 0.031, R^{i} \leq 0.030$ when we use approximation (6), and $R^{r} \leq 0.015, R^{i} \leq 0.016$, when we use approximation (8).

A plot of the approximation of real part $u(\rho, \varphi)=\sin \left(\rho e^{I \varphi}\right)$, when we use approximation (4), is given in Fig. 16. Errors of approximations of the real and the imaginary parts of functions with spline (6) are given in Table 3I, when $n=10, m=10$. Errors of approximation of the real and the imaginary parts of the functions with splines (4) are given in Table 4, when $n=100, m=100$. The calculations are done in Maple, Digits $=15$. Suppose $n=10, m=10$.
Example 4. Let us take $n=10, m=10$. If we take exponential splines along the radial variable: $w_{s}(\rho)=\omega_{s}^{E}(\rho)$, we obtain the errows of approximation presented in Table 5. If we take polynomial splines along radial variable: $w_{s}(\rho)=\omega_{j}(\rho)$, we obtain the errows of approximation presented in Table 6. If we take trigonometrical splines along radial variable: $w_{s}(\rho)=\omega_{\mathrm{s}}^{T}(\rho)$, we obtain the errows of approximation presented in Table 7. A plot of the errors of approximation of real part $u(\rho, \varphi)=\sin \left(\rho e^{I \varphi}\right)$, when we use approximation (4), is given in Fig. 17. A plot of the errors of approximation of real part $u(\rho, \varphi)=\sin \left(\rho e^{I \varphi}\right)$, when we use approximation (8), is given in Fig. 18.

Table 3 Errors of Approximation of Functions $u(\rho, \varphi)$ with $\operatorname{SPLINES}(8)$, when $W_{S}(\rho)=\omega_{j}(\rho), \quad n=10, m=10$

| $\boldsymbol{u}(\boldsymbol{\rho}, \boldsymbol{\varphi})$ | $\boldsymbol{R}^{\boldsymbol{r}}$ | $\boldsymbol{R}^{\boldsymbol{i}}$ |
| :--- | :--- | :--- |
| $\cos \left(\rho e^{I \varphi}\right)$ | $0.11 \cdot 10^{-1}$ | $0.11 \cdot 10^{-1}$ |
| $\sin \left(2 \rho e^{I \varphi}\right)$ | 0.21 | 0.21 |
| $\rho^{3} e^{3 I \varphi}$ | $0.75 \cdot 10^{-1}$ | $0.77 \cdot 10^{-1}$ |

Table 4 Errors of Approximation of Functions $u(\rho, \varphi)$ with Splines (4), WHEN $n=100, m=100$

| $\boldsymbol{u}(\rho, \varphi)$ | $\boldsymbol{R}^{r}$ | $\boldsymbol{R}^{i}$ |
| :---: | :--- | :--- |
| $\cos \left(\rho e^{I \varphi}\right)$ | $0.77 \cdot 10^{-3}$ | $0.65 \cdot 10^{-3}$ |
| $\sin \left(2 \rho e^{I \varphi}\right)$ | $0.66 \cdot 10^{-2}$ | $0.73 \cdot 10^{-2}$ |
| $\rho^{3} e^{3 I \varphi}$ | $0.30 \cdot 10^{-2}$ | $0.30 \cdot 10^{-2}$ |



Fig. 16. Plot of the real part of function $u(\rho, \varphi)=\sin \left(\rho e^{I \varphi}\right)$ with spline (4), $n=10, m=10$.


Fig. 17. Plot of the errors of approximation of the real part of function $u(\rho, \varphi)=\sin \left(\rho e^{I \varphi}\right)$ with spline (4), $n=10, m=10$.

Table 5. ERrors of Approximation of Functions $u(\rho, \varphi)$ with Splines
(8), WHEN $W_{S}(\rho)=\omega_{s}^{E}(\rho), n=10, m=10$

| $\boldsymbol{u}(\rho, \varphi)$ | $\boldsymbol{R}^{r}$ | $\boldsymbol{R}^{i}$ |
| :---: | :--- | :--- |
| $\exp (3 \rho) \exp (2 i \varphi)$ | $0.60 \cdot 10^{-2}$ | $0.60 \cdot 10^{-2}$ |
| $\sin (3 \rho) \exp (2 i \varphi)$ | $0.22 \cdot 10^{-2}$ | $0.22 \cdot 10^{-2}$ |
| $\sin (2 \rho) \exp (2 i \varphi)$ | $0.82 \cdot 10^{-3}$ | $0.81 \cdot 10^{-3}$ |

Table 6. Errors of Approximation of Functions $u(\rho, \varphi)$ with Splines
(8), WHEN $w_{s}(\rho)=\omega_{s}(\rho), n=10, m=10$

| $\boldsymbol{u}(\boldsymbol{p}, \varphi)$ | $\boldsymbol{R}^{r}$ | $\boldsymbol{R}^{i}$ |
| :--- | :--- | :--- |
| $\exp (3 \rho) \exp (2 i \varphi)$ | $0.26 \cdot 10^{-1}$ | $0.26 \cdot 10^{-1}$ |
| $\sin (3 \rho) \exp (2 i \varphi)$ | $0.17 \cdot 10^{-2}$ | $0.17 \cdot 10^{-2}$ |
| $\sin (2 \rho) \exp (2 i \varphi)$ | $0.50 \cdot 10^{-3}$ | $0.50 \cdot 10^{-3}$ |

Table 7. Errors of Approximation of Functions $u(\rho, \varphi)$ with Splines
(8), WHEN $w_{s}(\rho)=\omega_{s}^{T}(\rho), n=10, m=10$

| $\boldsymbol{u}(\rho, \varphi)$ | $\boldsymbol{R}^{r}$ | $\boldsymbol{R}^{i}$ |
| :---: | :--- | :--- |
| $\exp (3 \rho) \exp (2 i \varphi)$ | $0.29 \cdot 10^{-1}$ | $0.29 \cdot 10^{-1}$ |
| $\sin (3 \rho) \exp (2 i \varphi)$ | $0.15 \cdot 10^{-2}$ | $0.15 \cdot 10^{-2}$ |
| $\sin (2 \rho) \exp (2 i \varphi)$ | $0.37 \cdot 10^{-3}$ | $0.37 \cdot 10^{-3}$ |

The results presented in Tables 5-7 show that trigonometrical splines can provide better approximation for trigonometrical functions, and exponential splines can provide better approximation for exponential functions.


Fig. 18. Plot of the errors of approximation of the real part of function

$$
u(\rho, \varphi)=\sin \left(\rho e^{I \varphi}\right) \text { with spline (7), } n=10, m=10
$$

Suppose $n=100, m=100$. A plot of the error approximations of real part $u(\rho, \varphi)=\sin \left(\rho e^{I \varphi}\right)$ when we use approximation (4), is given in Fig. 19.


Fig. 19: Plot of the errors of approximation of the real part of function $u(\rho, \varphi)=\sin \left(\rho e^{I \varphi}\right)$ with splines (4), $n=100, m=100$.

Suppose $n=10, m=10$. A plot of the real part $u(\rho, \varphi)=\sin (2 \rho) \exp \left(\rho e^{2 I \varphi}\right)$ when we use approximation (8), is given in Fig.20. The plots of the error approximations of the real and the imaginary parts $u(\rho, \varphi)=\sin (2 \rho) \exp \left(\rho e^{2 I \varphi}\right)$
when $\quad w_{s}(\rho)=\omega_{s}^{T}(\rho)$, and we use approximation (8), are given in Fig.21,22.


Fig.20. The real part $u(\rho, \varphi)=\sin (2 \rho) \exp \left(\rho e^{2 t \varphi}\right)$ when $w_{s}(\rho)=\omega_{s}^{T}(\rho)$, and we use approximation (8)


Fig.21. The plot of the error approximations of the real part $u(\rho, \varphi)=\sin (2 \rho) \exp \left(\rho e^{2 r \varphi}\right)$ when $w_{s}(\rho)=\omega_{s}^{T}(\rho)$, and we use approximation (8)


Fig.22. The plot of the error approximations of the image part $u(\rho, \varphi)=\sin (2 \rho) \exp \left(\rho e^{2 T \varphi}\right)$ when $w_{s}(\rho)=\omega_{s}^{T}(\rho)$, and we use approximation (8)

## IV. Image Resizing

Paper [28] noted that "the full color image contains three components (Red, Green and Blue) in each pixel, but a Bayer image, which is the output of a Bayer CFA, contains only one component in each pixel. However, from a Bayer image a full color image is generated by demosaicing, that is, an
interpolation that estimates the values of the missing components". In solving this problem, local splines considered in this paper can be very useful. One more important task is to compress the image for compact storage or transfer it to a distance and then restore it. We used polynomial and trigonometrical splines for compressing and restoring images. The considered splines can be used to solve this problem. Another task is to resize the image in accordance with the properties of various modern displays. In short, the algorithm for increasing the size of the image is as such: we associate every pixel in a row of the original image to a pixel of the enlarge imaged in a row for every color (Red, Green, Blue) as it is shown in Fig.23. Then information about the color in the row will look as it does in Fig.24.


Fig.23. The process of increasing the size


Fig.24. The information about the colors in the row


Fig.25. New information about the colors in the row
Here the intermediate pixel in white has no information about the color. Using the spline approximation we can calculate the values in intermediate pixels (see Fig.25). We construct the approximation to the left side of the row with the right splines. We construct the approximation to the right side of the row with the left splines. Then we repeat the procedure for the columns: for the upper part we construct the approximation with the right splines whereas to the lower part we construct the approximation with the left splines. Thus, we calculate all the color values in the all pixels of enlarged image (calculations are performed for each color component: red, green, blue). The process can be parallelized.
Fig. 26 shows the original image. Fig. 27 shows the enlarged image constructed using polynomial splines. The original image is doubled. The original image was taken from the site https://pixabay.com/. Applying the proposed splines, the image can be enlarged not only twice, but also more times. Note that with an increase in a greater number of times to improve the image quality, it is advisable to use splines of a higher approximation order. The following papers will be devoted to this issue.


Fig.26. The original image


Fig.27. The enlarged image

## V. Conclusion

In this paper, the features of approximation by splines of one variable and complex-valued splines are considered. An approximation in the disc is constructed with the help of the tensor product of polynomial real splines along the radial component and complex exponential splines along the circle. The results of the numerical experiments (Tabl. 1,2) show the numerical stability of the proposed approximation approach. In future papers, the values of the constants in the error estimates will be refined.

The proposed local representation of information about a curve or surface can be used to compress information. Compressed information can be stored or transmitted in a compact form. In addition to arrays of nodes and values of functions in them the subsequent reconstruction is also necessary to have formulas of basic splines.
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